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What do we do when AI and Data Science 
gets up to no good?





Clearview AI

• Enforcement Notice (Summary)
1. Delete any personal data of data subjects resident in the UK that is held in the 

Clearview Database. 

2. Refrain from any further processing of the personal data of data subjects 

resident in the UK. (a) Cease obtaining or “scraping” any personal data about 

UK residents from the public facing internet; (b) Refrain from adding 

personal data about UK residents to the Clearview Database; and (c) Refrain 

from processing any Probe Images of UK residents, and in particular refrain 

from seeking to match such images against the Clearview Database. 

3. Refrain from offering any service provided by way of the Clearview Database 

to any customer in the UK. 

4. Not do anything in future that would come within paragraphs 1-3 above 

without first: (a) carrying out a DPIA compliant with Article 35 35 UK GDPR, 

and (b) providing a copy of that DPIA to the Commissioner

• Monetary Penalty Notice

▫ £7,552,800 (equivalent to €9 million)

▫ The Commissioner’s Regulatory Action Policy (RAP) 
states that novel or invasive technology causing a 
high degree of intrusion into the privacy of 
individuals can expect regulatory action at the 
“upper end of the scale”.



ICO Notices (Enforcement, Penalty, Decision)



Routes and practicalities of investigations

• Statutory

▫ Individuals

▫ Data Breaches

▫ Groups

• Discretionary

▫ Various routes

▫ Development and Coordination Unit

▫ Risk Assessment

▫ PACE (Priority, Act Collaborate and Engage
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What does DP Law have to do with AI and Data Science?

• UK GDPR and Data Protection Act 2018 regulate processing of personal data

• Personal data is widely defined

• Where AI doesn’t involve use of personal data, falls outside scope of data protection regime

• When is personal data being used?

• Key Questions:

0. Have you done a DPIA? ☺

1. Is personal data being used fairly, lawfully and transparently? 

2. Do people understand how their data is being used? 

3. How is data being kept secure? 



AI and Data Protection Guidance & Toolkit

https://ico.org.uk/for-organisations/guide-to-data-protection/key-dp-themes/guidance-on-ai-and-data-protection/



Auditing Framework for AI and its core components

https://ico.org.uk/about-the-ico/media-centre/ai-auditing-framework/



Some of our 
related work



Guidance / Opinions / Reports / Toolkits (1/2)

• Guidance on AI and data protection (2020) – this 
overarching guidance covers what we think is best 
practice for data protection-compliant AI, as well as how 
we interpret data protection law as it applies to AI 
systems that process personal data.

• Explaining decisions made with AI (2020) – this co-
badged guidance by the ICO and The Alan Turing Institute 
developed as part of Project ExplAIn (2019) aims to give 
organisations practical advice to help explain the 
processes, services and decisions delivered or assisted by 
AI, to the individuals affected by them.

• Age Assurance for the Children’s Code (2021) - this 
Opinion is for providers of Information Society Services 
(ISS) in scope of the code, and providers of age 
assurance products, services and applications that those 
ISS may use to conform with the code. Section 4.2 looks 
at age assurance and AI.
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https://ico.org.uk/for-organisations/guide-to-data-protection/key-dp-themes/guidance-on-artificial-intelligence-and-data-protection/
https://ico.org.uk/for-organisations/guide-to-data-protection/key-dp-themes/explaining-decisions-made-with-ai/
https://ico.org.uk/about-the-ico/research-and-reports/project-explain-interim-report/
https://ico.org.uk/media/about-the-ico/documents/4018659/age-assurance-opinion-202110.pdf


Guidance / Opinions / Reports / Toolkits (2/2)

• AI and data protection risk toolkit (2021) – our AI toolkit 
is designed to provide further practical support to 
organisations assessing the risks to individual rights and 
freedoms caused by their own AI systems.

• Toolkit for organisations considering using data analytics 
(2020) – this toolkit helps organisations recognise some 
of the central risks to the rights and freedoms of 
individuals created by the use of data analytics.

• Big data, artificial intelligence, machine learning and data 
protection (2017) – this discussion paper looks at the 
implications of big data, AI and ML for data protection, 
and explains the ICO’s views on these.

• Of course there are many other relevant opinions, 
consultation responses and governance sandbox reports 
which are all publicly available online
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https://ico.org.uk/for-organisations/guide-to-data-protection/key-dp-themes/guidance-on-ai-and-data-protection/ai-and-data-protection-risk-toolkit/
https://ico.org.uk/for-organisations/toolkit-for-organisations-considering-using-data-analytics/
https://ico.org.uk/media/for-organisations/documents/2013559/big-data-ai-ml-and-data-protection.pdf
https://ico.org.uk/
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What are we currently working on? (1/2)

• Fairness in AI – This is an update to our AI & Data 
Protection guidance on how organisations should interpret 
the fairness principle as it applies to AI, along with good 
practice in terms of organisational and technical measures

• AI As A Service (AIaaS) – This will extend our Cloud 
Computing Guidance (2021) to provide specific guidance 
to organisations seeking procure AI-As-A-Service from 
vendors esp. with regards to assignment of controller and 
processor roles

• Algorithmic Content Recommendation Systems –
This is novel research that will seek to clarify how data 
protection and privacy laws apply to content 
recommendation systems that may recommend harmful 
content to children or other vulnerable groups 
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What are we currently working on? (1/2)

• Dark Patterns – This research seeks to clarify the 
relationship between dark patterns and data protection 
law relating specifically to AI systems – specifically 
through the lens of misuse of personal data and its role 
has within dark patterns

• Model Inference Attacks – This is novel deep research 
into how to provide technical and governance guidance on 
how to prevent and mitigate against model inference 
attacks – can a learned AI/ML model be used to re-
identify subjects? Can an ML model be described as 
sensitive data and hence need data protection and privacy 
laws applied?
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ICO Regulatory Sandbox & iAdvice Service (2023)

• Exploring definition of special category biometric data



ico.org.uk
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Questions

Thank you for listening. Happy to answer any questions 
online and offline – {technology, ai}@ico.org.uk

mailto:AI@ico.org.uk

